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We analyze the coupled non-linear integro-differential equations whose solution is
the thermodynamical limit of the empirical correlation and response functions in the
Langevin dynamics for spherical p-spin disordered mean-field models. We provide
a mathematically rigorous derivation of their FDT solution (for the high temperature
regime) and of certain key properties of this solution, which are in agreement with
earlier derivations based on physical grounds.
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1. INTRODUCTION

The complex long time behavior predicted for the thermodynamical limits of
a wide class of Markovian dynamics with random interactions, is among the
fascinating aspects of out of equilibrium statistical physics (for a good survey on
phenomena such as aging, memory, rejuvenation, and violation of the Fluctuation-
Dissipation Theorem (FDT), see Refs. 7, 8). This work is concerned with the long
time behavior of a complex system composed of N Langevin particles xt =
(xi

t )1≤i≤N ∈ R
N , each evolving in R and interacting with the others through a
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random potential. More precisely, one considers a diffusion of the form

dxt = − f ′(||xt ||2/N )xt dt − β∇HJ (xt ) dt + d Bt , (1.1)

where Bt is a N -dimensional Brownian motion, ||x || denotes the Euclidean norm
of x ∈ R

N and f is a convex function. Such models are called spherical (for well
chosen f , xt is restricted to stay on a sphere). The mixed p-spin, p ≤ m, potential
HJ : R

N −→ R is given by

HJ (x) =
m∑

p=2

ap

p!

∑

1≤i1≤···≤i p≤N

Ji1···i p x i1 · · · xi p , am �= 0 (1.2)

where the coupling constants Ji1···i p are assumed to be independent centered Gaus-
sian variables. The variance of Ji1...i p is c({i1, . . . , i p})N−p+1, where

c({i1, . . . , i p}) =
∏

k

lk!, (1.3)

and (l1, l2, . . .) are the multiplicities of the different elements of the set {i1, . . . , i p}
(for example, c = 1 when i j �= i j ′ for any j �= j ′, while c = p! when all i j values
are the same).

When m = 2, one gets the so-called Sherrington–Kirckpatrick spherical spin
glass, which has been studied in details in Ref. 3. Given a realization of the coupling
constants, the dynamics of (1.1) is invariant for the (random) Gibbs measure

µJ
N (dx) = Z−1

J,N exp(−N f (||x ||2/N ) − 2βHJ (x))
N∏

i=1

dxi . (1.4)

Similar random measures have been extensively studied in mathematics and
physics during the last two decades (see e.g. Ref. 20, for the rigorous analy-
sis of the asymptotics of the free energy of the measure with a hard spherical
constraint, corresponding to spins on the sphere ||x ||2 = N ). Here, we shall be
concerned with the statistical properties of the dynamics at high temperature. The
natural quantity of interest is the empirical covariance function

CN (s, t) = 1

N

N∑

i=1

xi
s xi

t , s ≥ t, (1.5)

in the large N limit, and for large t and s. It turns out that the asymptotic behavior
of (1.5) strongly depends on the way t and s tend to infinity, at least at low temper-
ature. This is a trace of aging: the older it gets, the longer the system will take to
forget its age. This innocent looking notion of aging is related to deep mathemati-
cal problems (see e.g. the survey in Ref. 13), and leads to interesting mathematical
scenarios, like the ultrametric property of the covariance function at low tempera-
ture (see e.g. Ref. 13). In Ref. 3, the authors present a detailed analysis of the aging
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properties of (1.5) in the special case m = 2, using integro differential equations
involving the almost sure limit C(s, t) = limN→∞ CN (s, t). When m �= 2, closed
equations for C are obtained in Ref. 10 (for the hard spherical constraint) and rig-
orously derived in Ref. 5, where they are called Cugliandolo-Kurchan equations.
These equations involve also the limit of the integrated response function

χN (s, t) = 1

N

N∑

i=1

xi
s Bi

t . (1.6)

According to Ref. 5, fixing T < ∞, the random functions CN and χN converge
uniformly on [0, T ]2, almost surely and in L1 to non-random functions C(s, t)
and χ (s, t) = ∫ t

0 R(s, u)du with R(s, t) = 0 when t > s, R(s, s) ≡ 1, and, for
s > t , the absolutely continuous functions C , R and K (s) = C(s, s) are the unique
solutions in the space of bounded, continuous functions, of the non linear integro-
differential equations

∂s R(s, t) = − f ′(K (s))R(s, t) + β2
∫ s

t
R(u, t)R(s, u)ν ′′(C(s, u)) du, (1.7)

∂sC(s, t) = − f ′(K (s))C(s, t) + β2
∫ s

0
C(u, t)R(s, u)ν ′′(C(s, u)) du

+β2
∫ t

0
ν ′(C(s, u))R(t, u) du, (1.8)

∂s K (s) = −2 f ′(K (s))K (s) + 1 + 2β2
∫ s

0
ψ(C(s, u))R(s, u) du, (1.9)

where ψ(r ) = ν ′(r ) + rν ′′(r ),

ν(r ) =
m∑

p=2

a2
p

p!
r p, m ≥ 2, am �= 0, (1.10)

and the initial condition K (0) = C(0, 0) > 0 is given. It was shown in Theorem 1.2
of Ref. 5 that for

f (r ) := fL (r ) = L(r − 1)2 + 1

4k
r2k, k > m/4, k ∈ Z, L ≥ 0, (1.11)

these equations admit a unique solution C(s, t) = C(t, s), R(s, t) and K (s) =
C(s, s) in the space of absolutely continuous functions on {(s, t) : 0 ≤ t ≤ s}.4

Whereas Ref. 5 rigorously derives these equations using stochastic calcu-
lus and concentration inequalities, in the physics literature they are attained via

4 More general choice of differentiable f (·) is allowed in Ref. 5, but we focus here on the collection
given by (1.11).
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the so-called Martin-Siggia-Rose formalism (see e.g. Ref. 6 or Ref. 9). An al-
ternative to the latter is to expand the stochastic process xt perturbatively us-
ing diagrams, as explained for example in Refs. 6 and 8, then average over the
disorder the product xs xt to get equations relating the covariance and response
functions. The generic form of the family of diagrams one uses in this process
indicates that (1.7)–(1.9) are equivalent to a class of mode coupling equations
(see e.g. Refs. 6, 8 or Ref. 17). Mode coupling approximations were developed
in physics to study nonlinear random dynamical systems occurring in many con-
texts like plasma physics, kinetic theory of classical liquids or glasses (see e.g.
Ref. 15 and the references therein). This method considers a perturbative expan-
sion as a series indexed by diagrams containing information on the nonlinearity.
The series is then renormalized, to produce self-consistent moment equations,
called mode coupling equations. Kraichnan(16,17) developed such approximations
(called direct interaction in fluid mechanics) when considering the solutions to
the Navier–Stokes equations in Fourier space under random initial conditions,
and gave a procedure to perform the statistical closure of the moment equations:
usually, there is a cascade of moments meaning that the time derivative of the
second moment involve the third moment and so on. One then looks for good
approximations leading to self-consistent equations (c.f. the texts Refs. 18 and 19,
for a variety of statistical closure problems and diagrammatic methods in fluid
mechanics). More recently, these approximations were applied in the study of
super-cooled and strongly interacting liquids (glasses), producing very accurate
quantitative predictions (see Refs. 14, 15). The fundamental object of interest
in structural glasses is a correlation function η(t), for which the mode coupling
equation is

η′′(t) + �2η(t) + νη′(t) + �2
∫ t

0
k(η(t − u))η′(u) du = 0, (1.12)

where k(r ) = ∑m
p=1 bpr p, for some constants �, ν and {bp, p = 1, . . . , m} (see

e.g. Ref. 14). The integro-differential equation (1.12) is similar to what one gets
when postulating the FDT ansatz, whereby the solution (R, C) of (1.7)–(1.9) is
translation invariant, with K (s) constant and R proportional to the derivative of
C (for example, see (5.9) in the sequel). Of course, the first task when deal-
ing with (1.7)–(1.9) is to show the validity of this ansatz, at least for β small
enough, as we do in Theorem 1.3. Further, the genericity of (1.12) implies that
any relevant information about its solution is of interest (and in this context see
Proposition 1.4).

The asymptotic behavior of C(s, t) and R(s, t) for large values of t and s
is difficult to pin down; in Ref. 10, the authors propose various scenarios, but
no complete description of these asymptotics could be given (see also Ref. 7
or Ref. 8). A first regime of interest is the so-called FDT regime, in which the
fluctuation dissipation theorem of statistical physics is expected to hold. In this
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regime, the covariance should be stationary, that is, for fixed s − t = τ and t large,
the covariance C(s, t) should be approximated well by some function Cfdt(τ ).
Further, from Ref. 12 we know that the response function R(s, t) is then well
approximated by some function Rfdt(τ ). In this regime we further expect the FDT
relation Rfdt(τ ) = −2C ′

fdt(τ ) to hold (the proportionality constant has to do with
the scaling we employed in the definition of R(s, t) and not with its physical
meaning). We shall see in this work that the FDT regime holds for small enough β

in which case both Cfdt and Rfdt decay to zero exponentially fast. The aging regime
is expected to be characterized by covariances and response functions of the generic
form C(s, t) = Caging(h(t)/h(s)) and R(s, t) = h′(t)h(s)−1 Raging(h(t)/h(s)) with
sub-exponential growth of the monotone function h(·) and a polynomial decay to
zero and to appear only for β > βc, the dynamical phase transition point of (1.1).
These different scenarios are examined in Ref. 12, where fixing the asymptotic
behavior of C according to the above choices Cfdt or Caging, the authors study the
solution R̃ of the equation

∂s R̃(s, t) = − f ′(K (s))R̃(s, t) +
∫ s

t
R̃(u, t)R̃(s, u)k(s, u) du,

where k(s, u) stands either for β2ν ′′(Cfdt(s − u)) or for β2ν ′′(Caging(h(u)/h(s)).
Let

H (s, t) = exp

(∫ s

t
f ′(K (u))du

)
R(s, t).

Then it is easy to check that H solves the equation

∂s H (s, t) = β2
∫ s

t
H (s, u)H (u, t)ν ′′(C(s, u))du, H (t, t) = 1. (1.13)

The main technique of Ref. 12 is a formal solution to (1.13) involving non-crossing
involutions. We shall also use this formula in the sequel to prove various statements
concerning the solution C and R of the complete system of equations (for example,
their exponential decay at high enough temperature).

We first show that in the limit L → ∞, the solutions of the Eqs. (1.7)–(1.9)
for our “soft” spherical constraint by the potential fL (·) coincide with the limiting
equation of Ref. 10 for the hard spherical constraint (where C(2·, 2·) and R(2·, 2·)
are considered for ν(r ) = r p/8).

Proposition 1.1. For any T < ∞, the solution (RL , KL , CL ) of the system (1.7)–
(1.9) with potential fL (·) as in (1.11) and initial condition KL (0) = 1, converges
as L → ∞, uniformly in [0, T ]2, towards the triplet (R, K , C) such that C(t, t) =
K (t) = 1 for all t ≥ 0, R(s, t) = 0 for all s < t , and for all s ≥ t ,

∂s R(s, t) = −µ(s)R(s, t) + β2
∫ s

t
R(u, t)R(s, u)ν ′′(C(s, u)) du, (1.14)



786 Dembo, Guionnet and Mazza

∂sC(s, t) = −µ(s)C(s, t) + β2
∫ s

0
C(u, t)R(s, u)ν ′′(C(s, u)) du

+β2
∫ t

0
ν ′(C(s, u))R(t, u) du, (1.15)

where

µ(s) = 1

2

(
1 + 2β2

∫ s

0
ψ(C(s, u))R(s, u) du

)
. (1.16)

Moreover, C(s, t) = C(t, s) is a non-negative definite kernel, with values in [0, 1]
and R(s, t) ≥ 0 is such that R(t, t) = 1 and

∣∣∣∣
∫ t2

t1

R(s, u) du

∣∣∣∣
2

≤ t2 − t1, 0 ≤ t1 ≤ t2 ≤ s < ∞. (1.17)

We prove in Sec. 3 that for β > 0 sufficiently small, the solution (R, C) of
(1.14)–(1.16) decays exponentially fast in s − t .

Proposition 1.2. There exists β0 > 0 such that for all β < β0 there exists Mβ <

∞ and ηβ > 0 for which the solution of (1.14)–(1.16) satisfies for all s ≥ t ≥ 0,

R(s, t) ≤ e−ηβ (s−t) (1.18)

C(s, t) ≤ Mβe−ηβ (s−t). (1.19)

Equipped with Proposition 1.2 we prove in Sec. 4 that for some β1 > 0 and
each β < β1, when s − t = τ is fixed and t → ∞ the solution (R(s, t), C(s, t))
converges to a limiting pair (Rfdt(τ ), Cfdt(τ )) that satisfies the FDT relation
Rfdt(τ ) = −2C ′

fdt(τ ) for all τ ≥ 0. Upon analyzing in Sec. 5 the corresponding
FDT Eqs. (4.15)–(4.17), we establish our main result.

Theorem 1.3. If β < β1 ≤ 1/(2
√

ν ′′(0)) then for any τ ≥ 0,

lim
t→∞ C(τ + t, t) = Cfdt(τ ),

and

lim
t→∞ R(τ + t, t) = Rfdt(τ ) = −2C ′

fdt(τ ),

where Cfdt(·) is the unique [0, 1]-valued, continuously differentiable solution of
the equation

D′(s) = −
∫ s

0
φ(D(v))D′(s − v) dv − b, D(0) = 1, (1.20)
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for b = 1/2 and φ(x) = b + 2β2ν ′(x). Moreover, both Cfdt(·) and Rfdt(·) decay
exponentially to zero at infinity.

A key ingredient of the proof of Theorem 1.3 is the analysis of the Eq. (1.20),
which is of some independent interest. Specifically, in Sec. 5 we prove the
following.

Proposition 1.4. Suppose b > 0 and φ : [0, 1] → R is non-decreasing, of Lips-
chitz continuous derivative such that

sup
0≤x≤1

{φ(x)(1 − x)} ≥ b. (1.21)

Then, (1.20) has a unique solution in the space of [0, 1]-valued continuously
differentiable functions. This solution is twice continuously differentiable, strictly
decreasing and converges for s → ∞ to

D∞ := sup{x ∈ [0, 1] : φ(x)(1 − x) ≥ b}.
Further, in case φ(·) is convex and φ(1) > 2

√
bφ′(1), the derivative of the solution

of (1.20) decays exponentially to zero with some positive exponent.

Setting b = φ(D∞)(1 − D∞) and considering x ↓ D∞ in (1.21), it is not hard
to verify that necessarily φ(D∞) ≥ φ′(D∞)(1 − D∞). In the remark following the
proof of Proposition 1.4 we observe that the condition

φ(D∞) > φ′(D∞)(1 − D∞), (1.22)

is necessary for the exponential convergence of D′(s) to zero as s → ∞ when φ(·)
is convex. As (1.22) is easily seen to be equivalent to φ(1) > 2

√
bφ′(1) when φ(x)

is linear, we speculate that it actually characterizes the exponential convergence
of the solution of (1.20).

Of course, in case of φ(·) = b + 2β2ν ′(·) and b = 1/2 the condition (1.21)
holds (try x = 0). Setting βc ∈ (0,∞) via

1

4β2
c

= sup{ν ′(x)(1 − x)x−1 : x ∈ (0, 1]}, (1.23)

it is easy to check that in this case D∞ = 0 if β < βc whereas D∞ > 0 for
β > βc. Further, considering x → 0 in (1.23) we find that 1/(4β2

c ) ≥ ν ′′(0), so the
condition (1.22) then holds for any β < βc. This indicates that though the values
of β0 and β1 in our proofs of Proposition 1.2 and Theorem 1.3 are quite small,
both should match the predicted dynamical phase transition point βc of our model.

Indeed, subject to a heuristic ansatz, similar to what can be found in the
physics literature, we show in Sec. 6 why the Eq. (1.20) with b = 1/2 and φ(x) =
γ + 2β2ν ′(x) describes the FDT regime at all temperatures, albeit in general with
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γ = γ (β) �= b (see Proposition 6.1). More precisely, the physics prediction for
the choice of γ is as follows. Let x∗ denote the largest value of x < 1 attaining
the supremum in (1.23) of the polynomial h(x) = ν ′(x)(1 − x)/x (with h(0) =
ν ′′(0)). Setting g(x) = ν ′′(x)(1 − x)2 we have that g(x∗) = h(x∗) = 1/(4β2

c ) as
a consequence of the optimality condition h′(x∗) = 0 if x∗ > 0 (while trivially
g(0) = h(0)). From the continuity of g(·) and the fact that g(1) = 0 it follows that

q(β) := sup{x ∈ [0, 1] : 4β2ν ′′(x)(1 − x)2 ≥ 1}, (1.24)

is in [x∗, 1) for all β ≥ βc, with q(β) > x∗ as soon as β > βc. Setting γ (β) =
2β2[ν ′′(x)(1 − x) − ν ′(x)] for x = q(β) we find that the condition (1.21) of Propo-
sition 1.4 applies also for β ≥ βc. Further, the expected limit D∞ of Cfdt(τ ) as
τ → ∞ is the preceding q(β) which is strictly positive for β > βc, indicating the
onset of the aging regime at βc. Another indication of the onset of aging is the fact
that when β ≥ βc the exponential convergence of Cfdt(·) and Rfdt(·) is lost (i.e.
the preceding choice of γ (β) leads to equality in (1.22)). The physics prediction
suggests also that

Iγ (β) = β2
∫ 1

0
ψ(Caging(λ))Raging(λ) dλ ≥ 0,

where Iγ (β) = γ (β) − 1
2 + 2β2q(β)ν ′(q(β)) is strictly positive when q(β) > 0,

and in particular, whenever β > βc (c.f. the remark following Proposition 6.1).
The precise nature of the dynamical phase transition at βc depends on whether
q(βc) is strictly positive (as is the case for example whenever a2 = 0), or not.
The physics ansatz of one aging regime with Raging(λ) = AC ′

aging(λ) and Caging(·)
monotone increasing on [0, 1] from Caging(0) = 0 to Caging(1) = q(β), proposed
in Ref. 10 for pure p-spin models, thus allows one to set the positive constant
A = Iγ (β)/(β2q(β)ν ′(q(β)) in terms of the FDT solution. Unfortunately, even
under this ansatz, the form of Caging(·) is yet unclear.

Finally, note that it is crucial for our analysis to have ν ′(0) = 0, an assumption
we make throughout this work. That is, our analysis holds in the absence of a
random magnetic field.

2. LIMITING EXACTLY SPHERICAL DYNAMICS

Proposition 1.3 and (2.13) of Ref. 5 show that supt≥0 K (t) < ∞. Further,
as C(s, t) is the limit of the empirical correlation functions CN (s, t) it is a
non-negative definite kernel on R+ × R+ and in particular, C(s, t)2 ≤ K (s)K (t),
whereas since χ (s, t) = ∫ t

0 R(s, u) du is the limit of χN (s, t), it follows from the
definition of χN (s, t) that

∣∣∣∣
∫ t2

t1

R(s, u) du

∣∣∣∣
2

≤ K (s)(t2 − t1), 0 ≤ t1 ≤ t2 ≤ s < ∞. (2.1)
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To complete the proof of Proposition 1.1, we first prove that any solution
(R, C, K ) of (1.7)–(1.9) consists of positive functions, a key fact in our forthcom-
ing analysis.

Lemma 2.1. For any f : R+ → R whose derivative is bounded above on com-
pact intervals and any K (0) > 0, a solution (R, C, K ) to (1.7)–(1.9), if it exists,
is positive at all times.

Proof: By definition K (t) ≥ 0 for all t ∈ R+. Suppose that

S = inf{u ≥ 0 : C(t, u) ≤ 0 for some t ≤ u} < ∞.

By continuity of (C, K ), since K (0) > 0 also S > 0. Set �(s, t) =
exp(− ∫ s

t µ(u) du) > 0 for µ(u) = f ′(K (u)) which is bounded above on com-
pact intervals, and R(s, t) = �(s, t)H (s, t). Then, by Ref. 12, for s ≥ t ,

H (s, t) = 1 +
∑

n≥1

β2n
∑

σ∈NCn

∫

t≤t1···≤t2n≤s

∏

i∈cr(σ )

ν ′′(C(ti , tσ (i)))
2n∏

j=1

dt j (2.2)

where NCn denotes the set of involutions of {1, . . . , 2n} without fixed points and
without crossings and cr(σ ) is defined to be the set of indices 1 ≤ i ≤ 2n such
that i < σ (i). Consequently,

R(s, t) ≥ �(s, t) > 0 for t ≤ s ≤ S,

and thus, (1.8) implies that also

C(s, t) ≥ K (t)�(s, t) for t ≤ s ≤ S.

Note that in the last two estimates we used the fact that ν ′(·) and ν ′′(·) are non
negative on R+. Similarly, from the Eq. (1.9) we see that ∂s[�(s, 0)−2 K (s)] ≥
�(s, 0)−2 for all s ≤ S resulting with

K (s) ≥ K (0)�(s, 0)2 +
∫ s

0
�(s, v)2 dv > 0

Hence, the continuous functions R(s, t), C(s, t) and K (s) are bounded below by
a strictly positive constant for t ≤ s ≤ S in contradiction with the definition of
S. We thus deduce that S = ∞ and by the preceding argument both R(s, t) and
C(s, t) are positive functions. �

We next show that if (RL , CL , KL ) are solutions of the system (1.7)–(1.9)
with potential fL (·) as in (1.11), then KL (s) → 1 as L → ∞, uniformly over
compact intervals. Specifically,
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Lemma 2.2. Assuming KL (0) = 1, we have that KL (s) ≥ 1 for all L > 0 and
s ≥ 0. Further, for any T finite there exists B(T ) < ∞, such that KL (s) ≤ 1 +
B(T )L−1 for all s ≤ T and L ≥ B(T ).

Proof: We first deal with the lower bound on KL (·). To this end, fix L > 0 and let
g(x) := 1 − 2x f ′

L (x). It is easy to check that g(x) = 1 + 4Lx(1 − x) − x2k ≥ 0
for x ∈ [0, 1] and g(x) ≤ 0 for x ≥ 1. By Lemma 2.1, we know that the functions
RL (·, ·), and CL (·, ·) are non negative, as is ψ(r ) for r ≥ 0, so from (1.9) we get
the lower bound ∂s KL (s) ≥ g(KL (s)). Thus, with φ(x) a differentiable function
that is strictly increasing on [0, 1] and such that φ(x) = 1 for all x ≥ 1, we find
that

∂sφ(KL (s)) ≥ φ′(KL (s))g(KL (s)) ≥ 0.

Consequently, φ(KL (s)) ≥ φ(KL (0)) = φ(1) = 1 for all s ≥ 0, implying by the
choice of φ(·) that KL (s) ≥ 1 for all s ≥ 0.

Turning now to the complementary upper bound, recall that ψ(r ) is a
polynomial of degree m − 1, hence there exists κ < ∞ such that ψ(ab) ≤
κ(1 + a2)m/2(1 + b2)m/2 for all a, b. Thus, by (2.1), the monotonicity of ψ(r ) on
R+ and the non-negative definiteness of CL (s, u) we have that for any s, t, u ≥ 0,

ψ(CL (s, u)) ≤ κ(1 + KL (u))
m
2 (1 + KL (s))

m
2 ,

∫ t

0
RL (s, u) du ≤

√
t KL (s),

and from (1.9) we find that

∂s KL (s) ≤ g(KL (s)) + 2β2κ
(

1 + sup
u≤s

KL (u)
)m√

KL (s)
√

s. (2.3)

Setting now B(T ) = 1 + 4β2κ3m
√

T and fixing T < ∞ and L ≥ B(T ), let

τ := inf{u ≥ 0 : KL (u) ≥ 1 + BL−1}.
By the continuity of KL (·) and the fact that KL (0) = 1 < 1 + BL−1, we have that
τ > 0 and further, if τ < ∞ then necessarily

KL (τ ) = sup
u≤τ

KL (u) = 1 + BL−1 ≤ 2.

Recall that g(x) ≤ 1 + 4L(1 − x) when x ≥ 1, whereas from (2.3) we see that if
τ < ∞ then

∂s KL (s)|s=τ
≤ 1 − 4B + 4β2κ3m√

τ .

Recall the definition of τ < ∞ implying that ∂s KL (s) ≥ 0 at s = τ . Hence, our
choice of B = B(T ) results with τ > T . That is, KL (s) ≤ 1 + BL−1 for all s ≤ T
and L ≥ B(T ), as claimed. �
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Let µL (s) = f ′
L (KL (s)) and hL (s) = ∂s KL (s). Fixing hereafter T < ∞, we

next prove the equicontinuity and uniform boundedness of (CL , RL , KL , µL , hL ),
en-route to having limit points for (CL , RL , KL ).

Lemma 2.3. The continuous functions (CL (s, t), RL (s, t)) and their derivatives
are bounded uniformly in L ≥ B(T ) and 0 ≤ t ≤ s ≤ T . Further, the continuous
functions (µL (s), hL (s)) and their derivatives are bounded uniformly in L ≥ B(T )
and s ∈ [0, T ].

Proof: Recall that by Lemma 2.2, for any L ≥ B(T ),

sup
s≤T

|KL (s) − 1| ≤ B(T )

L
. (2.4)

Consequently, the collection {CL (s, t), 0 ≤ t ≤ s ≤ T, L ≥ B} is uniformly
bounded. By (2.4) and our choice of fL (r ), we have that

|µL (s)| ≤ 2L|KL (s) − 1| + KL (s)2k−1 ≤ 2B(T ) + 22k−1, ∀L ≥ B(T ), s ≤ T,

whereas by (2.2) the collection {RL (s, t), 0 ≤ t ≤ s ≤ T, L ≥ B} is also uniformly
bounded. Further, since

hL (s) = 1 − 2KL (s)µL (s) + 2β2
∫ s

0
ψ(CL (s, u))RL (s, u) du, (2.5)

it follows from the uniform boundedness of KL , µL , CL and RL that {hL (s), s ∈
[0, T ], L ≥ B} is also uniformly bounded. By the same reasoning, from (1.7) and
(1.8) we deduce that ∂sCL (s, t) and ∂s RL (s, t) are bounded uniformly in L ≥ B
and s, t ∈ [0, T ].

Next, differentiating the identity (2.2) with respect to t , we get for f = fL

that

∂t HL (s, t) =
∑

n≥1

β2n
∑

σ∈NCn

∫

t=t1≤t2···≤t2n≤s

∏

i∈cr(σ )

ν ′′(CL (ti , tσ (i)))
2n∏

j=2

dt j ,

where NCn denotes the finite set of non-crossing involutions of {1, . . . , 2n} with-
out fixed points. With the Catalan number |NCn| bounded by 4n , and since
CL (ti , tσ (i)) ∈ [0, 2] for ti , tσ (i) ≤ T , L ≥ B(T ), we thus deduce by the mono-
tonicity of r �→ ν ′′(r ) that

0 ≤ ∂t HL (s, t) ≤
∑

n≥1

β2n

(2n − 1)!
4nν ′′(2)n(s − t)2n−1,

so ∂t HL (s, t) is finite and bounded uniformly in L ≥ B(T ) and 0 ≤ t ≤ s ≤ T .
Since

∂t RL (s, t) = µL (t)RL (s, t) − e− ∫ s
t µL (u) du∂t HL (s, t),
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we thus have that |∂t RL (s, t)| is also bounded uniformly in L ≥ B(T ) and 0 ≤ t ≤
s ≤ T .

In the course of proving (Ref. 5, Lemma 4.1), one finds that ∂t C(s, t) =
R(s, t) + D(s, t) for the function D(s, t) of [Ref. 5, (4.2)]. Consequently, in case
of f = fL we have that

∂t CL (s, t) = RL (s, t) − µL (t)CL (s, t) + β2
∫ t

0
CL (s, u)RL (t, u)ν ′′(CL (t, u)) du

+β2
∫ s

0
ν ′(CL (t, u))RL (s, u) du,

which of course is also bounded uniformly in L ≥ B(T ) and 0 ≤ t ≤ s ≤ T .
Turning to deal with hL (·), setting gL (r ) := [ f ′

L (r )r ]′ − 2L = 4L(r − 1) +
kr2k−1, we deduce from (2.4) that |gL (KL (s))| ≤ 4B(T ) + k22k for any s ≤ T and
L ≥ B(T ). Differentiating (2.5) we find that ∂shL (s) = −4LhL (s) + κL (s) for

κL (s) = −2gL (KL (s))hL (s) + 2β2∂s

∫ s

0
ψ(CL (s, u))RL (s, u) du,

which is thus bounded uniformly in L ≥ B(T ) and s ≤ T (in view of the uniform
boundedness of hL , CL , RL , ∂sCL and ∂s RL ). Further, recall that KL (0) = 1, so
by (1.9) and our choice of fL (r ) we have that hL (0) = 1 − 2 f ′

L (1) = 0, resulting
with

hL (s) =
∫ s

0
e−4L(s−u)κL (u) du .

Since A(T ) = sup{|κL (u)| : L ≥ B(T ), u ≤ T } is finite, we thus deduce that for
L ≥ B(T ),

sup
s≤T

|hL (s)| ≤ A(T )

4L
, (2.6)

and the uniform boundedness of |∂shL (s)| follows.
Finally, by definition, ∂sµL (s) = f ′′

L (KL (s))hL (s), yielding for our choice of
fL that

|∂sµL (s)| ≤ (2L + (2k − 1)22k−3)|hL (s)|, ∀L ≥ B(T ), s ≤ T,

which by (2.6) provides the uniform boundedness of |∂sµL (s)|. �

Proof of Proposition 1.1. By Lemma 2.3 we have that (CL (s, t), RL (s, t)),
L ≥ B(T ) are equicontinuous and uniformly bounded on 0 ≤ t ≤ s ≤ T . Further,
(KL , µL , hL ) are then equicontinuous and uniformly bounded on [0, T ]. By the
Arzela-Ascoli theorem, the collection (CL , RL , KL , µL , hL ) thus has a limit point
(C, R, K , µ, h) with respect to uniform convergence on [0, T ] (or 0 ≤ t ≤ s ≤ T ,
whichever is relevant).
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By Lemma 2.2 we know that the limit K (s) = 1 for all s ≤ T , whereas
by (2.6) we have that h(s) = 0 for all s ≤ T . Consequently, considering (2.5)
for the subsequence Ln → ∞ for which (CLn , RLn , KLn , µLn , hLn ) converges to
(C, R, K , µ, h) we find that the latter must satisfy (1.16). Further, since RL (t, t) =
1 and CL (t, t) = KL (t), integrating (1.7) and (1.8) we find that RL (s, t) = 1 +∫ s

t AL (θ, t) dθ and CL (s, t) = KL (t) + ∫ s
t BL (θ, t) dθ , for

AL (θ, t) = −µL (θ )RL (θ, t) + β2
∫ θ

t
RL (u, t)RL (θ, u)ν ′′(CL (θ, u)) du,

BL (θ, t) = −µL (θ )CL (θ, t) + β2
∫ θ

0
CL (u, t)RL (θ, u)ν ′′(CL (θ, u)) du

+β2
∫ t

0
ν ′(CL (θ, u))RL (t, u) du.

Since ALn (s, t) and BLn (s, t) converge uniformly on 0 ≤ t ≤ s ≤ T to the right-
hand-sides of (1.14) and (1.15), respectively, we deduce that for each limit point
(C, R, µ), the functions C(s, t) and R(s, t) are differentiable in s on 0 ≤ t ≤ s ≤ T
and all limit points satisfy the Eqs. (1.14)–(1.16). Further, CL (s, t) are non-negative
functions, and also symmetric non-negative definite kernels with CL (t, t) → 1.
Consequently, each of their limit points corresponds to a [0, 1]-valued symmetric
non-negative kernel on [0, T ]2. Similarly, since RL (t, t) = 1 and RL (s, t) satisfy
(2.1), the same applies for any limit point R(s, t). The latter are extended to
functions on [0, T ]2 by setting R(s, t) = RL (s, t) = 0 whenever s < t .

Finally, it is not hard to verify that the system of Eqs. (1.14)–(1.16)
with C(s, t) = C(t, s), C(t, t) = R(t, t) = 1 and R(s, t) = 0 for s < t , admits
at most one bounded solution (R, C) on [0, T ]2. Indeed, considering the dif-
ference between the integrated form of (1.14)–(1.15) for two such solutions
(C, R) and (C̄, R̄), since ν ′′ is uniformly Lipschitz on [0, 1], the functions
�R(s, t) = |R(s, t) − R̄(s, t)| and �C(s, t) = |C(s, t) − C̄(s, t)| = �C(t, s) are
such that for 0 ≤ t ≤ s ≤ T ,

�R(s, t) ≤ κ1

[∫ s

t
�R(v, t) dv +

∫ s

t
h(v) dv

]
(2.7)

�C(s, t) ≤ κ1

[∫ s

t
�C(v, t) dv + h(t) +

∫ s

t
h(v) dv

]
(2.8)

where h(v) := ∫ v

0 [�R(v, u) + �C(v, u)] du and κ1 < ∞ depends on T , β, ν(·)
and the maximum of |R|, |C |, |R̄| and |C̄ | on [0, T ]2. Integrating these inequalities
over t ∈ [0, s], since �R(v, u) = 0 for u ≥ v and �C(v, u) = �C(u, v), we find
that

∫ s

0
�R(s, t) dt ≤ κ2

∫ s

0
h(v) dv,
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∫ s

0
�C(s, t) dt ≤ κ2

∫ s

0
h(v) dv,

for some finite constant κ2 (of the same type of dependence as κ1). Summing the
latter two inequalities we see that for all s ∈ [0, T ],

0 ≤ h(s) ≤ 2κ2

∫ s

0
h(v) dv.

Further, h(0) = 0, so by Gronwall’s lemma h(s) = 0 for all s ∈ [0, T ]. Plugging
this result back into (2.7)–(2.8) and observing that �R(t, t) = �C(t, t) = 0, we
deduce that �R(s, t) = �C(s, t) = 0 for all 0 ≤ t ≤ s ≤ T , yielding the stated
uniqueness.

In conclusion, when L → ∞ the collection (CL , RL , KL ) converges towards
the unique solution (C, R, K ) of (1.14)–(1.16), as claimed. �

3. EXPONENTIAL DECAY FOR SMALL VALUES OF β

We consider here the solution (R, C) of (1.14)–(1.16) and prove Proposi-
tion 1.2 about its exponential decay in s − t for all β > 0 sufficiently small.

3.1. Exponential Decay of R(s, t) for β Small

Lemma 3.1. If β < 1/(4
√

ν ′′(1)) then R(s, t) ≤ e−δβ (s−t) for δβ = 1
2 −

2β
√

ν ′′(1) > 0 and all s ≥ t .

Proof: By Ref. 12, for s ≥ t , the solution (R, C) of (1.14)–(1.15) is such that
R(s, t) = �(s, t)H (s, t) for �(s, t) = exp(− ∫ s

t µ(u) du) with µ(u) of (1.16) and
H (s, t) of (2.2). Further, since C(s, t) ∈ [0, 1] for all s, t ≥ 0, it follows that
ν ′′(C(s, t)) ≤ ν ′′(1) < ∞. Recall that |NCn| ≤ 4n , hence we deduce that

H (s, t) ≤ 1 +
∑

n≥1

β2n4nν ′′(1)n (s − t)2n

2n!
≤

∑

k≥0

(2β
√

ν ′′(1))k (s − t)k

k!

= e2β
√

ν ′′(1)(s−t).

By Lemma 2.1 we know that C and R are non-negative functions, hence µ(u) ≥ 1
2

(by (1.16)), resulting with �(s, t) ≤ e−(s−t)/2. In conclusion,

R(s, t) = �(s, t)H (s, t) ≤ e(2β
√

ν ′′(1)− 1
2 )(s−t) = e−δβ (s−t),

where δβ > 0 for β < 1/(4
√

ν ′′(1)), as claimed. �
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3.2. Exponential Decay of C(s, t) for β Small

Lemma 3.2. For some β0 > 0 and any β < β0 there exist Mβ < ∞ and 0 <

ηβ < δβ such that

C(s, t) ≤ Mβe−ηβ |s−t |.

Proof: From Eq. (1.8) we get that for s ≥ t ≥ 0,

C(s, t) = �(s, t) + β2
∫ s

t
�(s, v)I1(v, t) dv + β2

∫ s

t
�(s, v)I2(v, t) dv (3.1)

with �(s, v) = exp(− ∫ s
v

µ(u) du),

I1(v, t) =
∫ v

0
C(u, t)R(v, u)ν ′′(C(v, u)) du, (3.2)

I2(v, t) =
∫ t

0
ν ′(C(v, u))R(t, u) du. (3.3)

For β < 1/(4
√

ν ′′(1)) we know from Lemma 3.1 that R(s, t) ≤ e−δβ (s−t). With
C(v, u) = C(u, v) ∈ [0, 1] and since ν ′(r ) ≤ ν ′′(1)r and ν ′′(r ) ≤ ν ′′(1) for 0 ≤
r ≤ 1, we get that for v ≥ t ,

I1(v, t) ≤ ν ′′(1)
∫ v

0
C(u, t)e−δβ (v−u) du,

I2(v, t) ≤ ν ′′(1)δ−1
β sup

u≤t
C(u, v).

Recall that µ(u) ≥ 1/2, so �(s, v) ≤ e−(s−v)/2. Hence, with the symmetric func-
tion �(t, s) := supu≤t,v≤s C(u, v) we deduce from (3.1) that for s ≥ t ≥ 0,

�(t, s) ≤ e− 1
2 (s−t) + β2ν ′′(1)

∫ s

t
e− 1

2 (s−v)

[∫ v

0
C(u, t)e−δβ (v−u)du + δ−1

β �(t, v)

]
dv

≤ e− 1
2 (s−t) + β2ν ′′(1)

∫ s

t
e− 1

2 (s−v)
∫ t

0
e−δβ (v−u) dudv

+ β2ν ′′(1)
∫ s

t
�(t, v)

[
δ−1
β e− 1

2 (s−v) +
∫ v

t
e− 1

2 (s−v)−δβ (v−u) du

]
dv

It is straightforward to see that for any δ ∈ (0, 1/2) and s ≥ t ,
∫ s

t
e− 1

2 (s−v)−δ(v−t) dv ≤ 2(1 − 2δ)−1e−δ(s−t) (3.4)
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and with δβ ∈ (0, 1/2) we thus obtain for s ≥ t the bound

�(t, s) ≤ Mβe−δβ (s−t) + Aβ

∫ s

t
�(t, v)e−δβ (s−v) dv,

with Mβ = 1 + 2β2ν ′′(1)(1 − 2δβ)−1δ−1
β and Aβ = 2β2ν ′′(1)δ−1

β . Therefore, fix-
ing t ≥ 0, the function ht (s) = eδβ (s−t)�(t, s) satisfies

ht (s) ≤ Mβ + Aβ

∫ s

t
ht (v)dv, s ≥ t,

and so by Gronwall’s lemma ht (s) ≤ MβeAβ (s−t). We therefore conclude that for
any s ≥ t ,

C(s, t) ≤ Mβe−(δβ−Aβ )(s−t),

which proves the lemma since for β → 0 we have that δβ → 1/2 while Aβ → 0
(and so ηβ = δβ − Aβ > 0 for any β > 0 small enough). �

4. GETTING THE FDT EQUATIONS

With � = {(s, t) : 0 ≤ t ≤ s} ⊂ R+ × R+, we consider the map � :
(R, C) → (R̃, C̃) on

A+ = {(R, C) ∈ C(�) × C(R+ × R+) : R(t, t) = C(t, t) = 1,

R(s, t) ≥ 0, C(s, t) = C(t, s) ≥ 0},
such that for s ≥ t ,

∂s R̃(s, t) = −µR,C (s)R̃(s, t) + β2
∫ s

t
R̃(u, t)R̃(s, u)ν ′′(C(s, u)) du, (4.1)

∂sC̃(s, t) = −µR,C (s)C̃(s, t) + β2
∫ s

0
C(u, t)R(s, u)ν ′′(C(s, u)) du

+β2
∫ t

0
ν ′(C(s, u))R(t, u) du, (4.2)

where R̃(t, t) = C̃(t, t) = 1, C̃(t, s) = C̃(s, t) and

µR,C (s) = 1

2
+ β2

∫ s

0
ψ(C(s, u))R(s, u) du. (4.3)

Assuming (R, C) ∈ A+, we have that µR,C (s) ≥ 1/2 is continuous and further,
by Ref. 12 there exists a unique non-negative solution R̃(s, t) of (4.1) which
is continuous on � (see for example (2.2) for existence, uniqueness and non-
negativity of the solution, and the proof of Lemma 2.3 for the differentiability,
hence continuity of R̃(s, t)). With C ≥ 0 and R ≥ 0, clearly there is also a unique



Limiting Dynamics at High Temperature 797

non-negative solution C̃(s, t) to (4.2) which is continuous on � and due to the
boundary condition C(t, t) = 1, its symmetric extension to R+ × R+ remains
continuous. Thus, �(A+) ⊆ A+.

We proceed to show that for small β and a suitable choice of the positive
constants δ, r, ρ, c the solution (R, C) of (1.14)–(1.15) is a fixed point of the
mapping � on the space

S(δ, r, ρ, c) =
{

(R, C) ∈ A(δ, r, ρ, c) : ∃Rfdt(τ ) = lim
t→∞ R(t + τ, t), ∃Cfdt(−τ )

= Cfdt(τ ) = lim
t→∞ C(t + τ, t), ∀τ ≥ 0

}
,

where

A(δ, r, ρ, c) = {(R, C) ∈ A+ : C(s, t) ≤ ce−δ|s−t |,

R(s, t) ≤ ρ(r |s − t | + 1)−3/2e−δ(s−t) for all s ≥ t}.
This of course implies that the solution (R, C) of (1.14)–(1.15) is such that

the functions

Rfdt(τ ) = lim
t→∞ R(t + τ, t), (4.4)

Cfdt(τ ) = lim
t→∞ C(t + τ, t), (4.5)

are well defined for all τ ≥ 0. Further, for any (R, C) ∈ S(δ, r, ρ, c) the corre-
sponding functions (Rfdt, Cfdt) are clearly in the set

B(δ, r, ρ, c) := {(R, C) ∈ B(R+) × B(R) : C(0) = R(0) = 1,

0 ≤ C(τ ) = C(−τ ) ≤ ce−δ|τ |,

0 ≤ R(τ ) ≤ ρ(rτ + 1)−3/2e−δτ },
so in particular, (4.5) holds for all τ ∈ R and (Rfdt, Cfdt) of (4.4)–(4.5) are of
exponential decay.

To this end, we start by finding constants δ, ρ, c and r = r (β) for which
S(δ, r, ρ, c) is closed under the mapping �.

Proposition 4.1. There exist finite, positive universal constants c1 and M1 ≥ 2,
such that for c = 2, ρ = c1, δ = 1/6 and r = β

√
ν ′′(c) ≤ 1/(3M1), both

�(A(δ, r, ρ, c)) ⊆ A(δ, r, ρ, c), (4.6)

and

�(S(δ, r, ρ, c)) ⊆ S(δ, r, ρ, c). (4.7)
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Proof of Proposition 4.1. We first verify that (4.6) holds. To this end, setting
R̃(s, t) = �(s, t)H̃ (s, t) for

�(s, t) = e− ∫ s
t µR,C (u) du, (4.8)

we have that H̃ (t, t) = 1. Further, from Ref. 12 we have that for any (s, t) ∈ �,

H̃ (s, t) = 1 +
∑

n≥1

β2n
∑

σ∈NCn

∫

t≤t1···≤t2n≤s

∏

i∈cr(σ )

ν ′′(C(ti , tσi ))
2n∏

j=1

dt j . (4.9)

Consequently, as |NCn| = (2π )−1
∫ 2
−2 x2n

√
4 − x2dx and C(u, v) ∈ [0, c] for

(R, C) ∈ A(δ, r, ρ, c), we have the bound

H̃ (s, t) ≤
∑

n≥0

(β2ν ′′(c))n
∑

σ∈NCn

∫

t≤t1≤···≤t2n≤s

2n∏

j=1

dt j

=
∑

n≥0

(β2ν ′′(c))n(s − t)2n

(2n!)
(2π )−1

∫ 2

−2
x2n

√
4 − x2dx

= (2π )−1
∫ 2

−2
eβ

√
ν ′′(c)(s−t)x

√
4 − x2dx . (4.10)

It is well known (see for example [Ref. 3, (3.8)]) that for some universal constant
1 ≤ c1 < ∞ and all θ ,

(2π )−1
∫ 2

−2
eθx

√
4 − x2dx ≤ c1(1 + |θ |)−3/2 e2|θ |,

from which we thus deduce that

H̃ (s, t) ≤ c1(1 + β
√

ν ′′(c)(s − t))−3/2 e2β
√

ν ′′(c)(s−t). (4.11)

Further, since (R, C) ∈ A+, we know that µR,C (u) ≥ 1/2 resulting with �(s, t) ≤
e−(s−t)/2. It then follows that for our choice of ρ = c1, r = β

√
ν ′′(c) and δ = 1/6 ≤

1/2 − 2r ,

R̃(s, t) ≤ c1(1 + β
√

ν ′′(c)(s − t))−3/2 e−( 1
2 −2β

√
ν ′′(c))(s−t)

≤ ρ(1 + r (s − t))−3/2e−δ(s−t).

Considering next the function C̃ , recall that C̃(t, t) = 1 and for (R, C) ∈
A(δ, r, ρ, c) we have that ν ′(C(v, u)) ≤ ν ′′(c)C(v, u) and �(s, v) ≤ e−(s−v)/2

for all v ≤ s and u. Thus, we get from (4.2) that for (s, t) ∈ � and (R, C) ∈
A(δ, r, ρ, c),

C̃(s, t) = �(s, t) + β2
∫ s

t
�(s, v) dv

[ ∫ v

0
C(u, t)R(v, u)ν ′′(C(v, u)) du
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+
∫ t

0
ν ′(C(v, u))R(t, u) du

]

≤ �(s, t) + β2cρν ′′(c)
∫ s

t
e− 1

2 (s−v)e−δ(v−t) dv

[ ∫ v

0
(r (v − u) + 1)−

3
2 du

+
∫ t

0
(r (t − u) + 1)−

3
2 du

]

≤
[

1 + 2Kr−1β2cρν ′′(c)�(s, t)

(
1

2
− δ

)−1
]

e−δ(s−t)

where in the last inequality we have used (3.4) for δ = 1/6 < 1/2 and

K :=
∫ ∞

0
(θ + 1)−

3
2 dθ = 2.

This shows that (R̃, C̃) ∈ A(δ, r, ρ, c) since our choices of c = 2, δ = 1/6, ρ = c1

and r = β
√

ν ′′(c), result with

1 + 2K cρβ2ν ′′(c)

( 1
2 − δ)r

= 1 + 12K c1r ≤ 2 = c,

once we take M1 = 4K c1 and β sufficiently small for r = r (β) ≤ 1/(3M1).
Our next task is to verify that (4.7) holds. That is, assuming that (R, C) ∈

S(δ, r, ρ, c) we are to show that the limits (R̃fdt, C̃fdt) exist for the solution (R̃, C̃)
of (4.1)–(4.3). To this end, recall that by (4.8), (4.9), and (3.1), for any t ≥ 0 and
τ ≥ v ≥ 0,

�(t + τ, t + v) = e−(τ−v)/2e−β2
∫ τ

v
I0(t+u,t) du

R̃(t + τ, t) = �(t + τ, t)H̃ (t + τ, t)

H̃ (t + τ, t) = 1 +
∑

n≥1

β2n
∑

σ∈NCn

×
∫

0≤θ1≤···≤θ2n≤τ

∏

i∈cr(σ )

ν ′′(C(t + θi , t + θσ (i)))
2n∏

j=1

dθ j

C̃(t + τ, t) = �(t + τ, t) + β2
∫ τ

0
�(t + τ, t + v)I1(t + v, t) dv

+ β2
∫ τ

0
�(t + τ, t + v)I2(t + v, t) dv
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where by (4.3), (3.2) and (3.3),

I0(t + v, t) =
∫ v

−t
ψ(C(t + v, t + u))R(t + v, t + u) du

I1(t + v, t) =
∫ v

−t
C(t + u, t)R(t + v, t + u)ν ′′(C(t + v, t + u)) du

I2(t + v, t) =
∫ 0

−t
ν ′(C(t + v, t + u))R(t, t + u) du.

Since ψ(·), ν ′′(·) and ν ′(·) are continuous and (R, C) ∈ S(δ, r, ρ, c), as t → ∞ the
bounded integrands in the preceding formulas converge pointwise (per fixed u =
v − θ ) to the corresponding expression for (Rfdt, Cfdt). Further, by the exponential
tails of (R, C) ∈ A(δ, r, ρ, c) the integrals over [−t,−m] in the formulas for I0,
I1 and I2, are uniformly in t bounded by ρδ−1ψ(c)e−δm . Thus, applying bounded
convergence theorem for the integrals over [−m, v], then taking m → ∞, we
deduce that for each fixed v ≥ 0,

Î0 := lim
t→∞ I0(t + v, t) =

∫ ∞

0
ψ(Cfdt(θ ))Rfdt(θ ) dθ,

Î1(v) := lim
t→∞ I1(t + v, t) =

∫ ∞

0
Cfdt(v − θ )Rfdt(θ )ν ′′(Cfdt(θ )) dθ, (4.12)

Î2(v) := lim
t→∞ I2(t + v, t) =

∫ ∞

v

ν ′(Cfdt(θ ))Rfdt(θ − v) dθ. (4.13)

By the preceding discussion we also know that 0 ≤ Ii (t + v, t) ≤ ρψ(c)δ−1 for
i = 0, 1, 2 and all v, t ≥ 0. Thus, with �(t + τ, t + v) ∈ [0, 1], by bounded con-
vergence for each τ ≥ v ≥ 0,

�̂(τ − v) := lim
t→∞ �(t + τ, t + v) = e−(τ−v)(1/2+β2 Î0),

C̃fdt(τ ) := lim
t→∞ C̃(t + τ, t) = �̂(τ ) + β2

∫ τ

0
�̂(τ − v) Î1(v) dv

+β2
∫ τ

0
�̂(τ − v) Î2(v) dv.

We also have that for any n ∈ N, all σ ∈ NCn and each fixed θ1, . . . , θ2n ≥ 0,

lim
t→∞

∏

i∈cr(σ )

ν ′′(C(t + θi , t + θσ (i))) =
∏

i∈cr(σ )

ν ′′(Cfdt(θi − θσ (i))),

By bounded convergence, we have the convergence of the corresponding integrals
over 0 ≤ θ1 ≤ · · · ≤ θ2n ≤ τ . Further, the non-negative series (4.9) is dominated
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in t by a summable series (see (4.10)), so by dominated convergence,

H̃fdt(τ ) := lim
t→∞ H̃ (t + τ, t)

= 1 +
∑

n≥1

β2n
∑

σ∈NCn

∫

0≤θ1≤···≤θ2n≤τ

∏

i∈cr(σ )

ν ′′(Cfdt(θi − θσ (i)))
2n∏

j=1

dθ j .

It thus follows that

R̃fdt(τ ) := lim
t→∞ R̃(t + τ, t) = �̂(τ )H̃fdt(τ ),

exists for each τ ≥ 0, which establishes our claim (4.7) (we have already shown
that C̃fdt(τ ) exists). �

We next show that � is a contraction on S(δ, r, ρ, c) and provide the set of
equations that characterizes the functions Rfdt and Cfdt of Theorem 1.3.

Proposition 4.2. For δ, ρ, c and r = r (β) of Proposition 4.1, if β is small enough
then � is a contraction on A(δ, r, ρ, c) equipped with the norm

‖(R, C)‖ = sup
(s,t)∈�

|R(s, t)| + sup
s,t∈R+

|C(s, t)|, (4.14)

and the solution (R, C) of (1.14)–(1.15) is also the unique fixed point of � in
S(δ, r, ρ, c). Consequently, the functions (Rfdt, Cfdt) of (4.4)–(4.5) are then the
unique solution in B(δ, r, ρ, c) of the FDT equations

R′(τ ) = −µR(τ ) + β2
∫ τ

0
R(τ − θ )R(θ )ν ′′(C(θ )) dθ, (4.15)

C ′(τ ) = −µC(τ ) + β2
∫ ∞

0
C(τ − θ )R(θ )ν ′′(C(θ )) dθ

+β2
∫ ∞

τ

ν ′(C(θ ))R(θ − τ ) dθ + I, (4.16)

µ = 1

2
+ β2

∫ ∞

0
ψ(C(θ ))R(θ ) dθ + I, (4.17)

for I = 0.

Proof of Proposition 4.2. Keeping δ, ρ, c and r = r (β) as in Proposition 4.1, we
first check that for any β small enough, � is a contraction onA(δ, r, ρ, c) equipped
with the uniform norm ‖((R, C)‖ of (4.14). To this end, we consider the pairs
(R̃i , C̃i ) = �(Ri , Ci ) for (Ri , Ci ) ∈ A(δ, r, ρ, c), i = 1, 2. Denoting hereafter in
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short � f (s, t) = | f1(s, t) − f2(s, t)| and � f (s) = supu≤v≤s � f (v, u) when f is

one of the functions of interest to us, such as R, C , �, H̃ , R̃ or C̃ , we shall show
that there exist finite constants MR = MR(δ, ρ, c) and MC = MC (δ, ρ, c) such
that for any finite s,

�R̃(s) ≤ MRβ2[�R(s) + �C(s)], (4.18)

�C̃(s) ≤ MCβ2[�R(s) + �C(s)]. (4.19)

So, if β is small enough for MRβ2 ≤ 1/3 and MCβ2 ≤ 1/3, then from (4.18) and
(4.19) we deduce that

‖(R̃1, C̃1) − (R̃2, C̃2)‖ = sup
s≥0

�R̃(s) + sup
s≥0

�C̃(s) ≤ 2

3

[
sup
s≥0

�R(s) + sup
s≥0

�C(s)

]

= 2

3
‖(R1, C1) − (R2, C2)‖.

In conclusion, the mapping � is then a contraction on A(δ, r, ρ, c), since

‖�(R1, C1) − �(R2, C2)‖ ≤ 2

3
‖(R1, C1) − (R2, C2)‖, (4.20)

for any (Ri , Ci ) ∈ A(δ, r, ρ, c), i = 1, 2.
The challenge in deriving (4.18)–(4.19) is to get bounds that are uniform

over (s, t) ∈ �. In doing so, we use the tail estimates for (Ri (s, t), Ci (s, t)), i =
1, 2 (which hold for all functions in A(δ, r, ρ, c)), in order to improve upon the
arguments of Ref. 5, proof of Proposition 4.2, where the Lipschitz bounds are
derived for finite time intervals.

• The Lipschitz bound (4.18) on R̃.

We rely on the formulas (4.9) and R̃(s, t) = H̃ (s, t)�(s, t). Indeed, since C1 and
C2 are [0, c]-valued symmetric functions, ti ∈ [0, s] and both ν ′′(·) and ν ′′′(·) are
non-negative and monotone non-decreasing, it follows that for any n, t2n ≤ s and
σ ∈ NCn ,

∣∣∣∣∣
∏

i∈cr(σ )

ν ′′(C1(ti , tσi )) −
∏

i∈cr(σ )

ν ′′(C2(ti , tσi ))

∣∣∣∣∣ ≤ nν ′′(c)n−1ν ′′′(c)�C(s).

Thus, with r = β
√

ν ′′(c) we easily deduce from (4.9) that

�H̃ (s, t) ≤ 4β2ν ′′′(c)(s − t)2
∑

n≥1

n(2n!)−1[2r (s − t)]2(n−1)�C(s)

≤ 2β2ν ′′′(c)(s − t)2e2r (s−t)�C(s). (4.21)
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Next, note that ψ ′(·) is a polynomial of non-negative coefficients, hence
non-decreasing on R+. Consequently, for any (Ri , Ci ) ∈ A(δ, r, ρ, c) and all
(v, u) ∈ �,

�(ψ(C)R)(v, u) ≤ ψ ′(c)[R1(v, u)�C(v, u)

+ C2(v, u)�R(v, u)] ≤ ψ ′(c)[ρ�C(v, u) + c�R(v, u)]e−δ(v−u).

As |e−x − e−y | ≤ |x − y| for all x, y ≥ 0, we thus get that

��(s, t) ≤ β2e−(s−t)/2
∫ s

t

∫ v

0
�(ψ(C)R)(v, u) du dv

≤ β2e−(s−t)/2ψ ′(c)[ρ�C(s) + c�R(s)]
∫ s

t

∫ v

0
e−δ(v−u) du dv

≤ c2β
2(s − t)e−(s−t)/2[�C(s) + �R(s)], (4.22)

for c2 = ψ ′(c)(ρ + c)δ−1. Since R̃(s, t) = H̃ (s, t)�(s, t) we now obtain from
(4.11), (4.21) and (4.22) that

�R̃(s, t) ≤ �1(s, t)�H̃ (s, t) + H̃2(s, t)��(s, t)

≤ 2β2ν ′′′(c)(s − t)2e−[ 1
2 −2r ](s−t)�C(s)

+c1c2β
2(s − t)e−[ 1

2 −2r ](s−t)[�C(s) + �R(s)]

Further, as 1/2 − 2r ≥ 1/6, the latter bound leads to (4.18) for the finite universal
constant

MR := sup
θ≥0

(2ν ′′′(c)θ2e−θ/6 + c1c2θe−θ/6).

• The Lipschitz bound (4.19) on C̃.

Recall that C̃(s, t) for (s, t) ∈ � is given by (3.1), whereas for all (R, C) ∈
A(δ, r, ρ, c) and 0 ≤ t ≤ v,

I1(v, t) =
∫ v

0
C(u, t)R(v, u)ν ′′(C(v, u)) du ≤ cρKr−1ν ′′(c)e−δ(v−t),

I2(v, t) =
∫ t

0
ν ′(C(v, u))R(t, u) du ≤ cρKr−1ν ′′(c)e−δ(v−t).

Further, with c3 = ρ(ν ′′(c) + cν ′′′(c)), c4 = cν ′′(c), c5 = δ−1 max(c3, 2c4) and
c6 = δ−1ν ′′(c) max(ρ, 2c), it is not hard to check that for (Ri , Ci ) ∈ A(δ, r, ρ, c)
and v ≥ t ≥ 0,

�I1(v, t) ≤ c3�C(v)
∫ v

0
e−δ(v−u) du
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+ c4�R(v)
∫ v

0
e−δ|u−t | du ≤ c5[�R(v) + �C(v)]

�I2(v, t) ≤ ρν ′′(c)�C(v)
∫ t

0
e−δ(t−u) du

+ cν ′′(c)�R(t)
∫ t

0
e−δ|v−u| du ≤ c6[�R(v) + �C(v)]

Thus, with c7 = cρK/3 and β2ν ′′(c)r−1 = r ≤ 1/6, we have from (4.22) that for
s ≥ t ≥ 0,

�C̃(s, t) ≤ ��(s, t) + c7

∫ s

t
��(s, v) dv

+β2
∫ s

t
e− 1

2 (s−v)[�I1(v, t) + �I2(v, t)] dv ≤ β2 MC [�C(s) + �R(s)],

where

MC := c2 sup
θ≥0

θe−θ/2 + c7c2

∫ ∞

0
ue−u/2 du + 2(c5 + c6),

and consequently, (4.19) holds.

Suppose δ, r, ρ, c are such that � is a contraction on A(δ, r, ρ, c), hence
also on its non-empty subset S(δ, r, ρ, c). Starting at some S0 = (R0, C0) ∈
S(δ, r, ρ, c) consider the sequence Sk = �(Sk−1), k = 1, 2, . . ., in S(δ, r, ρ, c).
Since � is a contraction, clearly {Sk} is a Cauchy sequence for the uniform
norm ‖ · ‖ of (4.14). Hence, Sk → S∞ in the Banach space (C(�) × C(R+ ×
R+), ‖ · ‖). Note that A(δ, r, ρ, c) is a closed subset of this Banach space,
so S∞ ∈ A(δ, r, ρ, c). Further, fixing τ ≥ 0, with |(x, y)| := |x | + |y|, since
Sk ∈ S(δ, r, ρ, c) we have that

lim
T →∞

sup
t,t ′≥T

|S∞(t + τ, t) − S∞(t ′ + τ, t ′)| ≤ 2‖S∞ − Sk‖

+ lim
T →∞

sup
t,t ′≥T

|Sk(t + τ, t) − Sk(t ′ + τ, t ′)| = 2‖S∞ − Sk‖.

Taking k → ∞ we deduce that {S∞(t + τ, t)} is a Cauchy function from R+
to [0, ρ] × [0, c], hence S∞(t + τ, t) converges as t → ∞. With this applying
for each τ ≥ 0, we see that S∞ ∈ S(δ, r, ρ, c) and further that S∞ is the unique
fixed point of the contraction � on the metric space (S(δ, r, ρ, c), ‖ · ‖). By our
construction of �, it follows that the fixed point S∞ = (R, C) of � satisfies (1.14)–
(1.15), from which we conclude that the unique solution of the latter equations is
in S(δ, r, ρ, c). As noted before, this yields the existence of Rfdt(τ ) of (4.4) and
Cfdt(τ ) of (4.5), such that (Rfdt, Cfdt) ∈ B(δ, r, ρ, c).
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In the course of proving Proposition 4.1 we found that on S(δ, r, ρ, c) the
mapping � induces a mapping �fdt : (Rfdt, Cfdt) → (R̃fdt, C̃fdt) such that

R̃fdt(τ ) = �̂(τ )
∑

n≥0

β2n
∑

σ∈NCn

∫

0≤θ1≤···≤θ2n≤τ

∏

i∈cr(σ )

ν ′′(Cfdt(θi − θσ (i)))
2n∏

j=1

dθ j ,

C̃fdt(τ ) = �̂(τ ) + β2
∫ τ

0
�̂(τ − v) Î1(v) dv + β2

∫ τ

0
�̂(τ − v) Î2(v) dv,

where �̂(τ ) = e−µτ for µ = 1/2 + β2 Î0 of (4.17), while Î1(v) and Î2(v) of (4.12)–
(4.13) are the two integrals on the right-hand-side of (4.16). In particular, R̃fdt and
C̃fdt are differentiable on R+, and by Ref. 12 we have that for τ ≥ 0,

R̃′
fdt(τ ) = −µR̃fdt(τ ) + β2

∫ τ

0
R̃fdt(τ − θ )R̃fdt(θ )ν ′′(Cfdt(θ )) dθ, (4.23)

with R̃fdt(0) = 1, while

C̃ ′
fdt(τ ) = −µC̃fdt(τ ) + β2 Î1(τ ) + β2 Î2(τ ), (4.24)

with C̃fdt(0) = 1. Since the solution (R, C) of (1.14)–(1.15) is a fixed point of �,
the corresponding pair (Rfdt, Cfdt) is a fixed point of �fdt, which by (4.23)–(4.24)
satisfies the FDT Eqs. (4.15)–(4.17) with I = 0.

Recall thatB(δ, r, ρ, c) consists of pairs (R, C) of functions that are uniformly
bounded, exponentially decaying to zero at infinity, and of fixed values at zero. It
is not hard to verify that when I = 0, any solution of (4.15)–(4.17) in this space, is
a fixed point of �fdt. Further, �fdt is a contraction on B(δ, r, ρ, c), equipped with
the supremum norm, since following the very same arguments we used in proving

the Lipschitz estimates (4.18)–(4.19) of Proposition 4.2, we find that �R̃fdt(τ ) ≤
MRβ2[�Rfdt(τ ) + �Cfdt(τ )] and �C̃fdt(τ ) ≤ MCβ2[�Rfdt(τ ) + �Cfdt(τ )] for all
τ < ∞, now with � f (τ ) = supθ≤τ | f (θ )|. This of course proves the uniqueness
of the solution of (4.15)–(4.17) in B(δ, r, ρ, c), in case I = 0, as claimed. �

5. STUDY OF THE FDT EQUATIONS

In this section, we complete the proof of Theorem 1.3 by relating the solutions
of the Eqs. (4.15)–(4.17) with the solution of (1.20).

Specifically, we first prove Proposition 1.4 about existence, uniqueness, limit-
ing value and exponential convergence of the solution of (1.20). Fixing β < βc, we
then know that the unique solution of (1.20) for b = 1/2 and φ(x) = b + 2β2ν ′(x),
exists, is twice continuously differentiable, positive, and of negative derivative,
such that both converge exponentially fast to zero when s → ∞, with posi-
tive exponent εβ = 1

2 − 2β2ν ′′(0). Further, for β < β1 ≤ βc sufficiently small,
by Proposition 4.2, the pair of functions (R(τ + t, t), C(τ + t, t)) converges for
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t → ∞ to the unique solution (Rfdt(τ ), Cfdt(τ )) of (4.15)–(4.17), with I = 0.
Hence, our next proposition (whose proof is provided at the end of the sec-
tion), completes the proof of the theorem by showing that for any β, the solution
(Cfdt, Rfdt) of (4.15)–(4.17) can be expressed in terms of the solution of (1.20)
for b = 1/2 and φ(x) = γ + 2β2ν ′(x), provided the constant γ is chosen accord-
ingly. That is, with Iγ matching the constant I of (4.17) while φ(·) satisfies the
condition (1.21) of Proposition 1.4. Indeed, if β < βc, then for γ = b we have
that D∞ = 0, Iγ = 0 and further, the resulting solution (R, C) has the exponential
decay property of Proposition 4.2 provided β is small enough (for the condition
b + 2β2ν ′(1) > 2

√
b2β2ν ′′(1) of Proposition 1.4 to hold).

Proposition 5.1. Suppose D(s) is a positive, twice continuously differentiable
and decreasing solution of the Eq. (1.20) for b > 0, D∞ ≥ 0 and φ(·) which satisfy
the conditions of Proposition 1.4. Then, R(s) = −b−1 D′(s) ≥ 0, C(s) = C(−s) =
D(s) ≥ 0 and µ = φ(1) > 0 are such that R(0) = C(0) = 1 and for any γ ∈ R,

R′(τ ) = −µR(τ ) + b

∫ τ

0
R(τ − θ )R(θ )φ′(C(θ )) dθ, (5.1)

C ′(τ ) = −µC(τ ) + b

∫ ∞

0
C(τ − θ )R(θ )φ′(C(θ )) dθ

+b

∫ ∞

τ

[φ(C(θ )) − γ ]R(θ − τ ) dθ + Iγ (5.2)

µ = b + b

∫ ∞

0
ψ̂γ (C(θ ))R(θ ) dθ + Iγ , (5.3)

for ψ̂γ (x) = xφ′(x) + φ(x) − γ and Iγ = γ − b + D∞(φ(D∞) − γ ) (recall also
that b = φ(D∞)(1 − D∞)).

Proof of Proposition 1.4. Let I = [0, 1 − D∞] and M∞(R+, I ) denote the space
of continuous I -valued functions on R+ which take the value 1 − D∞ at time
zero. Set ϕ(x) = φ(x + D∞) − φ(D∞) and for any E ∈ M∞(R+, I ), let k(s) =
bϕ′(E(s)) and

Hs(E) = 1 +
∑

n≥1

∑

σ∈NCn

∫

0≤t1···≤t2n≤s

∏

i∈cr(σ )

k(tσ (i) − ti )
2n∏

i=1

dti . (5.4)

Note that the continuously differentiable s �→ Hs(E) is the solution of

d Hs(E)

ds
= b

∫ s

0
ϕ′(E(s − v))Hs−v(E)Hv(E) dv, H0(E) = 1. (5.5)
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For µ = φ(1) let

�(E)(s) =
(

1 − D∞ − b

∫ s

0
e−µv Hv(E) dv

)
∨ 0.

Since bϕ′ is non-negative on the interval I , it follows that Hs(E) is non-negative
and consequently, s �→ �(E)(s) is non-increasing and also belongs to M∞(R+, I ).
Further, since ϕ′ is by assumption Lipschitz continuous on the compact set I , it
follows from (5.4) that for each T < ∞ there exists κ1(T ) < ∞ such that for all
E, Ē ∈ M∞(R+, I ) and u ≤ T ,

|Hu(E) − Hu(Ē)| ≤ κ1(T )
∫ u

0
|E(v) − Ē(v)|dv

With y �→ y ∨ 0 Lipschitz continuous, this implies that for some finite, non-
decreasing κ2(T ) ≥ 1, all E, Ē ∈ M∞(R+, I ) and s ≤ T ,

|�(E)(s) − �(Ē)(s)| ≤ κ2(T )
∫ s

0
|E(v) − Ē(v)|dv.

Thus, �(·) is a contraction on M∞(R+, I ) equipped with the weighted L1-norm
‖E‖∗ := ∫ ∞

0 |E(s)|w(s)ds for weight function w(s) = exp(−2
∫ s

0 κ2(u) du) > 0.
Consequently, we deduce that �(E) = E has a unique solution in M∞(R+, I ),
denoted hereafter by E∗(s). Let σ∗ > 0 be the first s > 0 where �(E∗)(s) = 0.
Note that the function s �→ �(E∗)(s) is continuously differentiable on the interval
[0, σ∗), in which case also

E∗(s) = 1 − D∞ − b

∫ s

0
e−µv Hv(E∗) dv,

is twice differentiable, with E ′
∗(s) = −be−µs Hs(E∗). Hence, applying (5.5) for

Hs(E∗), we have that for s ∈ [0, σ∗),

E ′′
∗ (s) = −µE ′

∗(s) −
∫ s

0
ϕ′(E∗(s − v))E ′

∗(s − v)E ′
∗(v) dv.

Integrating this equation we find that

E ′
∗(s) = E ′

∗(0) −
∫ s

0
[µ + ϕ(E∗(s − v)) − ϕ(E∗(0))]E ′

∗(v) dv.

Since E ′
∗(0) = −b, E∗(0) = 1 − D∞ and µ − ϕ(E∗(0)) = φ(D∞), it follows that

on [0, σ∗)

E ′
∗(s) = −b −

∫ s

0
φ(E∗(s − v) + D∞)E ′

∗(v) dv, E∗(0) = 1 − D∞. (5.6)

We next show that σ∗ = ∞, which in view of (5.6) yields that D(s) = E∗(s) +
D∞ is a twice differentiable, strictly decreasing [D∞, 1]-valued solution of (1.20).



808 Dembo, Guionnet and Mazza

To this end, note that Hs(E∗) ≥ 1 since E∗ ∈ M∞(R+, I ) (see (5.4)). Consequently,
for all v < σ∗ both E ′

∗(v) ≤ −be−µv < 0 and

−φ(E∗(s − v) + D∞)E ′
∗(v) ≥ −φ(D∞)E ′

∗(v).

Thus, from (5.6) we have that for s < σ∗,

−be−µs ≥ E ′
∗(s) ≥ −b − φ(D∞)(E∗(s) − E∗(0)) = −φ(D∞)E∗(s), (5.7)

since b = φ(D∞)(1 − D∞) = φ(D∞)E∗(0) by the definition of D∞. If σ∗ < ∞,
then as s ↑ σ∗ we have by the continuity of E∗(·) that E∗(s) → E∗(σ∗) =
�(E∗)(σ∗) = 0, in contradiction with (5.7).

The uniqueness of the solution to (1.20) follows from the uniqueness of
the preceding E∗(·). Indeed, if a continuously differentiable [D∞, 1]-valued D(s)
solves (1.20), then E(s) = D(s) − D∞ ∈ M∞(R+, I ) and since b = φ(D∞)E(0)
we have that

E ′(s) = −φ(D∞)E(s) −
∫ s

0
ϕ(E(s − v))E ′(v) dv, E(0) = 1 − D∞. (5.8)

Hence, E(s) is twice differentiable, with E ′(0) = −b, and differentiating (5.8) we
get that

E ′′(s) = −µE ′(s) −
∫ s

0
ϕ′(E(s − v))E ′(s − v)E ′(v) dv (5.9)

(using the fact that ϕ(E(0)) + φ(D∞) = µ). Thus, Hs(E) = −b−1e−µs E ′(s)
solves (5.5). This means that for all s ≥ 0,

E(s) = 1 − D∞ − b

∫ s

0
e−µv Hv(E) dv. (5.10)

Since E(s) ≥ 0, so is the right-hand-side of (5.10), that is E = �(E). Since �(·)
has a unique fixed point in M∞(R+, I ), the solution of (1.20) must also be unique.

Next, the monotone and bounded function D converges to some x ∈ [D∞, 1].
Fix M = Mε such that D(v) ≤ x + ε for all v ≥ M . Then, for s ≥ 2M we have
that
∫ s

0
φ(D(v))D′(s − v) dv =

∫ M

0
φ(D(v))D′(s − v) dv +

∫ s

M
φ(D(v))D′(s − v) dv

≥ − φ(1)(D(s − M) − D(s)) − φ(x + ε)(1 − D(s − M))

≥ − φ(1)(x + ε − x) − φ(x + ε)(1 − x).

Hence, for all s ≥ 2M ,

D′(s) ≤ −b + φ(1)ε + φ(x + ε)(1 − x).
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Since D(s) is bounded below, it follows that φ(1)ε + φ(x + ε)(1 − x) ≥ b. Taking
ε ↓ 0 we see that x = D∞ (since x ≥ D∞ and D∞ is the largest y ∈ [0, 1] for
which φ(y)(1 − y) ≥ b).

Finally, recall that the function E(s) = D(s) − D∞ is strictly positive, mono-
tone decreasing with E ′(s) = −be−µs Hs(E) for Hs(E) of (5.4). Since there
k(s) = bϕ′(E(s)) ≤ bφ′(1) (by the assumed convexity of φ(·)), the same argu-
ment as in (4.10) yields that for all s ≥ 0,

Hs(E) ≤ (2π )−1
∫ 2

−2
e
√

bφ′(1)sx
√

4 − x2dx ≤ c1e2
√

bφ′(1)s .

Consequently, if φ(1) > 2
√

bφ′(1), then both E ′(s) and E(s) converge exponen-
tially to zero for s → ∞. �

Remark. We note in passing that ϕ(x) ≥ ϕ′(0)x for all x ∈ [0, 1] when φ is
convex, in which case by the monotonicity of E(s),

J (s) := E(s)−1
∫ s

0
[−E ′(v)]ϕ(E(s − v)) dv ≥ (x−1ϕ)(E(s))[E(0)

− E(s)] ≥ ϕ′(0)[1 − D∞ − E(s)].

Further, recall that from (5.8),

d log E

ds
(s) = E ′

E
(s) = J (s) − φ(D∞),

hence in case φ(D∞) = φ′(D∞)(1 − D∞), we find that E(s) ≥
E(0) exp(−φ′(D∞)

∫ s
0 E(u)du), which thus does not converge to zero ex-

ponentially fast as s → ∞.

Proof of Proposition 5.1. Since D(0) = 1 and D(θ ) ↓ D∞, for R = −b−1 D′ and
any γ ∈ R we have that

γ b

∫ ∞

0
R(θ ) dθ = γ (1 − D∞) = Iγ − I0,

hence we may and shall assume hereafter that γ = 0. Further, it is easy to check
that for ψ̂0(x) = [xφ(x)]′

∫ ∞

0
ψ̂0(D(θ ))D′(θ ) dθ = D∞φ(D∞) − D(0)φ(D(0)),

so the choices of µ = φ(1) = φ(D(0)) and I0 = −b + D∞φ(D∞) guarantee that
C = D and R = −b−1 D′ satisfy (5.3). Recall that while proving Proposition 1.4
we have seen that D′(0) = −b and for all τ ≥ 0

D′′(τ ) = −µD′(τ ) −
∫ τ

0
D′(τ − θ )D′(θ )φ′(D(θ )) dθ
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(c.f. (5.9)), from which it immediately follows that C = D and R = −b−1 D′

satisfy (5.1).
Turning to the remaining task of verifying that (5.2) holds, note that since

D(·) is bounded and converges to D∞,
∫ ∞

τ

D(θ − τ )D′(θ )φ′(D(θ )) dθ +
∫ ∞

τ

φ(D(θ ))D′(θ − τ ) dθ

= φ(D∞)D∞ − φ(D(τ ))D(0).

Similarly,
∫ τ

0
D(τ − θ )D′(θ )φ′(D(θ )) dθ −

∫ τ

0
φ(D(θ ))D′(τ − θ ) dθ

= φ(D(τ ))D(0) − φ(D(0))D(τ ).

Hence, using the symmetry C(s) = C(−s), upon substituting in (5.2) C = D,
R = −b−1 D′ and the preceding two identities, it is not hard to verify that (5.2)
holds for γ = 0 if

D′(τ ) = −φ(D∞)D∞ + I0 −
∫ τ

0
φ(D(θ ))D′(τ − θ ) dθ,

which in view of (1.20) is merely the statement that b = φ(D∞)D∞ − I0. Our
choice of I0 guarantees that the latter identity applies, thus completing the proof
of the proposition. �

6. ABOUT THE FDT REGIME AT ALL TEMPERATURES

We return to the Eqs. (1.15)–(1.16) and explain why (1.20) is the natural
candidate for describing the function Cfdt(·) for all β. To this end, set for s ≥ t ,

G(s, t) = R(s, t) − 2∂t C(s, t)

and

I (s, t) = β2
∫ t

0
[C(t, u)G(s, u)ν ′′(C(s, u)) + ν ′(C(s, u))G(t, u)] du

− 2β2ν ′(C(s, 0))C(t, 0).

Since ψ(x) = [xν ′(x)]′ and C(s, s) = 1, it follows that

I (s, s) = β2
∫ s

0
ψ(C(s, u))G(s, u) du − 2β2ν ′(C(s, 0))C(s, 0)

= β2
∫ s

0
ψ(C(s, u))R(s, u) du − 2β2ν ′(1) = µ − 1

2
− 2β2ν ′(1), (6.1)
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for µ of (1.16). Further, by similar reasoning,

2β2ν ′(C(s, t)) + I (s, t) = 2β2
∫ t

0
∂u[C(t, u)ν ′(C(s, u))] du

+ 2β2ν ′(C(s, 0))C(t, 0) + I (s, t)

= β2
∫ t

0
[C(t, u)R(s, u)ν ′′(C(s, u))

+ ν ′(C(s, u))R(t, u)] du.

Thus, in these notations (1.14)–(1.16) are equivalent to having for s ≥ t ,

∂s R(s, t) = −[ρ + I (s, s)]R(s, t) + β2
∫ s

t
R(s, u)R(u, t)ν ′′(C(s, u)) du, (6.2)

∂sC(s, t) = −[ρ + I (s, s)]C(s, t) + β2
∫ s

t
C(u, t)R(s, u)ν ′′(C(s, u)) du

+ 2β2ν ′(C(s, t)) + I (s, t), (6.3)

with R(t, t) = C(t, t) = 1 and ρ = 2−1 + 2β2ν ′(1).
We note in passing that G(s, t) is such that for s ≥ t ,

∂s G(s, t) = −2∂t I (s, t) − [ρ + I (s, s)]G(s, t) + 2β2ν ′′(C(s, t))G(s, t)

+β2
∫ s

t
G(u, t)[G(s, u)ν ′′(C(s, u) + 2∂uC(s, u)ν ′′(C(s, u))] du.

(6.4)

The physics prediction is that G(t + τ, t) → 0 as t → ∞ while τ is fixed, for any
finite β (this is the famous FDT relation). As a result, comparing I (s, t) and I (t, t),
we further expect that I (t + τ, t) → Î when t → ∞ while τ is fixed. We next show
that the latter ansatz results with the existence of an FDT solution (Rfdt, Cfdt) such
that Rfdt = −2C ′

fdt and Cfdt solves (1.20) for b = 1/2 and φ(x) = γ + 2β2ν ′(x),
where γ = Î + 1/2.

Proposition 6.1. Assume that given the continuous function I (s, t) there exists a
continuously differentiable solution (RI (s, t), CI (s, t)), s ≥ t ≥ 0, of (6.2)–(6.3)
with ρ = 2−1 + 2β2ν ′(1), the initial conditions R(t, t) = C(t, t) = 1 and uni-
formly bounded C(s, t). Further, suppose that for any T < ∞

lim
t→∞ sup

τ∈[0,T ]
|I (t + τ, t) − Î| = 0, (6.5)

where the constant Î is such that

sup
0≤x≤1

{(
Î + 1

2
+ 2β2ν ′(x)

)
(1 − x)

}
≥ 1

2
. (6.6)
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Then, CI (t + τ, t) → Cfdt(τ ) as t → ∞, uniformly in τ ∈ [0, T ], where Cfdt(τ )
is the unique solution of (1.20) for b = 1/2 and φ(x) = γ + 2β2ν ′(x), with γ =
Î + 1/2. Further, RI (t + τ, t) → Rfdt(τ ) = −2C ′

fdt(τ ) as t → ∞, uniformly in
τ ∈ [0, T ].

Remark. In Theorem 1.3 we circumvent the difficulty of showing the ansatz that
I (t + τ, t) converges to a (β-dependent) constant at any value of β, by verifying
that at very high temperature, i.e. sufficiently small β, the exponential decay to
zero in s − t of (R, C) results with the convergence to zero of I . Proposition 6.1
shows that this is the only obstacle to extending our results about the FDT regime
to all temperatures.

Before proving the proposition, consider its consistency with our choice of
γ (β) for β ≥ βc based on q(β) of (1.24). Specifically, considering in (6.1) the
contribution to the integral from u ∈ [s − M, s] with M < ∞ arbitrarily large,
we expect the FDT solution (Rfdt, Cfdt) to contribute −2β2q(β)ν ′(q(β)) to the
limiting constant Î = γ (β) − 1/2 (for which (6.6) holds by our choice of γ (β)).
We further expect Î to be the sum of this FDT contribution and a non-negative
contribution from the aging regime (i.e. the integral over u ∈ [0, s − M]). Given
the relation between µ and Iγ in Proposition 5.1, we deduce that Iγ is exactly the
contribution of the aging regime to Î. In conclusion, we should have Iγ = 0 for
β < βc, Iγ ≥ 0 at β = βc and Iγ > 0 for β > βc. This is indeed the case, for when
β < βc we have γ = b = 1/2 and D∞ = 0 leading to Iγ = 0 while for β ≥ βc,
since ν ′(x) ≤ xν ′′(x) for x ≥ 0 with strict inequality when x > 0, our choice of
γ (β) leads to

2Iγ = 4β2(1 − q(β))[ν ′′(q(β)) − ν ′(q(β))]

− 1 ≥ 4β2(1 − q(β))2ν ′′(q(β)) − 1 ≥ 0,

with a strict inequality whenever q(β) > 0 (in particular, for all β > βc).

Proof of Proposition 6.1. Fixing hereafter the values of β and ρ = 1/2 + 2β2ν ′(1)
and the initial conditions R(t, t) = C(t, t) = 1, a re-run of the argument at the end
of the proof of Proposition 1.1 shows that per given continuous function I (s, t),
the system of Eqs. (6.2)–(6.3) admits at most one bounded solution, denoted
(RI (s, t), CI (s, t)) on any compact interval 0 ≤ t ≤ s ≤ T . Consequently, it has
at most one continuous solution (RI , CI ) for all s ≥ t ≥ 0.

In particular, in case I (s, t) = Î is a constant that satisfies (6.6), we know
that (1.21) holds for b = 1/2, γ = Î + 1/2 and φ(x) = γ + 2β2ν ′(x). With D(τ )
denoting the unique solution of (1.20) for these parameters, we claim that
R̂I(s, t) = −b−1 D′(s − t) and CÎ(s, t) = D(s − t) is then a solution of (6.2)–
(6.3) (hence its unique solution). Indeed, recall that D(0) = 1, D′(0) = −b so
the given initial conditions for (R̂I, CÎ) hold. Further, these settings result with
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µ := ρ + Î = φ(1), so upon taking u = t + θ and s = t + τ we see that the equa-
tion (6.2), which is a direct consequence of (5.1) of Proposition 5.1, clearly holds.
By the same transformations we see that our proposed solution satisfies (6.3)
provided that

D′(τ ) = −φ(1)D(τ ) −
∫ τ

0
D(τ − θ )D′(θ )φ′(D(θ )) dθ + φ(D(τ )) − b. (6.7)

Noting that by integration by parts,
∫ τ

0
D(τ − θ )D′(θ )φ′(D(θ )) dθ = −D(τ − θ )φ(D(θ ))|τ0

+
∫ τ

0
D′(τ − θ )φ(D(θ )) dθ,

and having D(0) = 1, we see that (6.7) is equivalent to (1.20) hence holds as well.
Fixing T < ∞, for each ξ positive let �ξ := {(s, t) : ξ ≤ t ≤ s ≤ t + T } ⊂

R+ × R+. We proceed by showing that per fixed ξ ≥ 0 and T < ∞ the mapping
I �→ (RI , CI ) is Lipschitz with respect to the supremum norm over �ξ with a
Lipschitz constant that is independent of ξ . More precisely, given two bounded
functions I (s, t) and Ī (s, t) to which correspond continuously differentiable so-
lutions (RI , CI ) and (RĪ , CĪ ) of (6.2)–(6.3), such that CI and CĪ are uniformly
bounded, we let �ξ I := sup{|I (s, t) − Ī (s, t)| : (s, t) ∈ �ξ }, and show that

�ξ R := sup{|RI (s, t) − RĪ (s, t)| : (s, t) ∈ �ξ } ≤ κ0�ξ I, (6.8)

�ξ C := sup{|CI (s, t) − CĪ (s, t)| : (s, t) ∈ �ξ } ≤ κ0�ξ I, (6.9)

where κ0 is a finite constant that depends only on T , β, ν ′, ρ and the uniform bound
on I , Ī , CI and CĪ for (s, t) ∈ �ξ . Considering the bounded Ī = Î, we have seen
already that RĪ (t + τ, t) = Rfdt(τ ) and CĪ (t + τ, t) = Cfdt(τ ) with CĪ bounded.
Our assumption (6.5) then amounts to �ξ I → 0 as ξ → ∞. In particular, this
implies that I is also uniformly bounded on �ξ , so from (6.8) and (6.9) we get that
�ξ R → 0 and �ξ C → 0, which are easily seen to match our desired conclusion.

We thus complete the proof by verifying the bounds of (6.8) and (6.9),
by an argument similar to the one we used for proving uniqueness of the
system of Eqs. (1.14)–(1.16). To this end, note first that RI = �I HCI for
�I (s, t) = exp(− ∫ s

t (ρ + I (u, u)) du) and HC (s, t) of (2.2). Thus the assumed
uniform bounds for I and CI on �ξ imply that RI is also uniformly bounded
on �ξ by a constant that depends only on T , β, ρ, ν ′′ and the correspond-
ing uniform bounds for I , CI . Of course, the same applies for RĪ . Next let
�I (v, u) = |I (v, u) − Ī (v, u)|, �R(v, u) = |RI (v, u) − RĪ (v, u)|, �C(v, u) =
|CI (v, u) − CĪ (v, u)| and for (s, t) ∈ �ξ set

h(s, t) =
∫ s

t
[�R(s, u) + �C(s, u)] du.
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Then, similarly to the derivation of (2.7) and (2.8), upon considering the difference
between the integrated form of (6.2)–(6.3) for our solutions (CI , RI ) and (CĪ , RĪ ),
we find that for any (s, t) ∈ �ξ

�R(s, t) ≤ κ1

[∫ s

t
�R(v, t) dv +

∫ s

t
h(v, t) dv +

∫ s

t
�I (v, v) dv

]
, (6.10)

�C(s, t) ≤ κ1

[ ∫ s

t
�C(v, t) dv +

∫ s

t
h(v, t) dv

+
∫ s

t
�I (v, t) dv +

∫ s

t
�I (v, v) dv

]
, (6.11)

where the positive κ1 < ∞ depends only on T , β, ρ, ν ′(·) and the maximum of
|I |, |RI |, |CI |, | Ī |, |RĪ | and |CĪ | on �ξ . Replacing t by u, summing these two
inequalities and then integrating the result over u ∈ [t, s] yields that

h(s, t) ≤ κ2

[∫ s

t
h(v, t)dt +

∫ s

t
�I (v, v) dv +

∫ s

t

∫ v

t
�I (v, u)du dv

]
,

(6.12)
for any (s, t) ∈ �ξ , with a finite, positive constant κ2 (of the same type of depen-
dence as κ1). Since h(t, t) = 0 for all t , we get from (6.12) by Gronwall’s lemma
that h(s, t) ≤ κ3�ξ I for some finite, positive κ3 (of same dependence type as κ1)
and all (s, t) ∈ �ξ . Recall that �R(t, t) = �C(t, t) = 0 due to the given initial
conditions, so upon plugging into (6.10) and (6.11) our uniform bound on h(s, t),
we complete the proof of (6.8)–(6.9) by yet another application of Gronwall’s
lemma. �
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